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ABSTRACT
Learning couple dance such as Salsa is a challenge for modern
human as it requires to assimilate and understand correctly all the
required parameters. In this paper, we propose a set of music-related
motion features (MMF) allowing to describe, analyse and classify
salsa dancer couple in their respective learning state (beginner,
intermediate and expert). These dance qualities have been proposed
from a systematic review of papers cross linked with interviews
from teacher and professionals in the field of social dance. We
investigated how to extract these MMF from musical data and 3D
movements of dancers in order to propose a new algorithm to
compute them. For the presented study, a motion capture database
(SALSA) has been recorded of 26 different couples with varying
skill levels dancing on 10 different tempos (260 clips). Each recorded
clips contains a basic steps sequence and an extended improvisation
sequence during two minutes in total at 120 frame per second. We
finally use our proposed algorithm to analyse and classify these
26 couples in three learning levels, which validates some proposed
music-related motion features and give insights on others.
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1 INTRODUCTION
Social dances have been existing for centuries and can be found, in
different forms (duo or otherwise variable group sizes), in almost
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every ethnic group and culture and pertain to a social and/or reli-
gious context[Powers [n. d.]]. The modern social couple dance, such
as Latin dances (Salsa, Cha-cha-chá, Bachata) or Western dances
(Swing, Jives, West Coast Swing), is gaining more recognition and
is developing rapidly[McMains 2015], which is highlighted by the
increasing number of international congresses [Congres1 [n. d.];
Congres2 [n. d.]], shows and dance schools, as well as their inclu-
sion as an Olympic category [IDF [n. d.]].

Aside from social sciences and related fields, the study of social
couple dances is also interesting in the fields of bio-mechanics,
human robot interactions (HRI) and human computer interaction
(HCI), as both partners have to dance in unison in an almost me-
chanical and predominantly cognitive connection. Furthermore, the
use of music is very important on the whole synergy of the dance
performance, as it dictates for example the rhythm and musicality,
which influences the ‘way’ a dance is carried out.

Social couple dances are a human-human interaction where full-
body movements are coordinated and fine-tuned upon each other,
and in most cases in adequacy with music. During the dance, one
person is leading the dance and the other follows the movements
by responding on impulsion, making the relation between dancer
very important for the dance. The vastly dynamic and interactive
situations of social couple dances brings a plethora of parameters,
derived from the physical and cognitive interaction, the musical
interpretation and listening(e.g. body "drive"), and represents a
tremendous challenge to comprehend and analyse this intricate
and interdependent set of parameters.

To Learn a couple dance, such as Salsa, is a challenge for the
modern human as it requires to learn all the different mechanico-
cognitivo-interactive parameters from a teacher in mainly collec-
tive classes only, which is less effective to spot errors on individual
students. In addition other parameters can influence the teacher’s
teaching, such as personal feelings, fatigue and social pressure. Also
at higher experience levels, when the teacher and the student have
similar level, the student can reconsider or oppose the advises of
his teacher. The status of an expert in social dance can be a source
of confusion as there is no universal recognised diplomas but rather
a public recognition of skills by pairs. In both cases the learning
process can be less effective, halted or reconsidered depending on
the relationship between student and teacher. Another challenge
during learning is the need to practice with another partner and/or
taking some dance classes to progress, meaning they lack access to
the facilities and may not have the partner to practice with (either
by lack of dance partners or due to personal time schedules). A
proposed solution to all these previous challenges would be to set
up an artificial intelligence based virtual coach that can analyse
the movement of dancer student and provide a positive feedback to
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improve their skills. Therefore an automatic analysis of the differ-
ent learning states should be developed. In order to automatically
analyse and classify a social dancer upon his learning level, the
computation of measurable dance motion feature able to distinguish
between learning level is required.

Some studies started to identify the rhythm constituency or
the performance of solo performers in different dances but do not
consider couples as a proper interactive dancing entity. A possible
explanation for the absence of extended studies in this direction
might be due to the problematic and relative costly acquisition of
the data involved (e.g. capture both dancers at a time, requiring an
‘expensive’ motion capture system).

In this paper, specific music-related motion features (MMF) for
dance are proposed and investigated using a database of 3D move-
ments of dancers, synchronised with music. A motion capture sys-
tem was utilised to acquire first the 3D data (point clouds derived
from the motion captured reflective markers) of both dancers, such
that we have a certain number of points in 3D space along the time,
allowing a precise measure of the dancer’s body movement related
to each other over the course of time. Then we compute separately
the music main feature: the beat (the one used by dancer as a refer-
ence of their movement) and its temporal location. As a last step
to the process, it is vital to retain synchronisation of audio and
3D motion during the performance recording phase. The proposed
motion features are finally tested if they can help to classify the
dancer’s learning level.

2 STATE OF THE ART
Motion in dance has been investigated through multiple scientific
studies. Health studies show the benefit of social dances for balance
and cognition for elderly [Merom et al. 2013, 2016a,b]. Moreover,
the interactive aspect has been touched upon by the HRI domain,
where through inertial measurement unit (IMU) detection the user’s
movements were transcribed into an intermediary data set to gener-
ate poetry [Cuykendall et al. 2016a,b]. Another example is the use of
robots acquiring the knowledge and skills to perform a dance [Paez
Granados et al. 2016]. However, the research is limited to single
instances of a dancer, thus not taking into account the simultaneous
act of dancing. The interaction between performers themselves has
been studied in the psychological domain [Ozcimder et al. 2016;
Whyatt and Torres 2017], even with the audience, that take part in
the performing process [Theodorou et al. 2016].

To take into account the uncertainty of observations, the judge-
ment process by a human coach is based on experience, historical
knowledge and making assumptions about the state, intentions and
methods of the students. It is at this point that bias can appear in
decision-making: "fatigue, stress, stakes, prejudices, errors, beliefs,
intuitions, the tendency to partiality through ignorance, similarity
decision, random correlation belief, great influence of the first time,
finding before the evidence, contradictions with unfulfilled beliefs,
unjustified emphasis of information interpreted as more egregious.
"[Hicks et al. 2004]. These human deficiencies, mostly due to in-
fobesity(i.e. information overload), can be corrected by a virtual
coach.

Extracting the motion features from continuous movement is a
key element for describing, evaluating and understanding dance

and movement in general. The use of Laban motion analysis (LMA)-
basedmotion retrieval and indexing formotion features is a solution
that has proved to work well in different situations[Aristidou et al.
2014], and is therefore ideal to be used as a base to build a machine
learning classifier, as demonstrated for theatre emotional expres-
sion [Senecal et al. 2016] or evaluating the performer’s emotion
using LMA features [Aristidou et al. 2015]. Some studies focused on
a specific motion feature, for example the fluidity of the movement
is an important dance parameter investigated in [Piana 2016]. In this
particular study, it is proposed to see how fluidity can help describ-
ing and classifying dance performance. Through interdisciplinary
research including bio-mechanic, psychology and experiments with
choreographers and dancers, they propose a definition that takes
specifically the minimum energy dissipation when looking at the
human body as a kinematic chain. Another work [Alborno et al.
2016], elaborated upon the expressive qualities, such as rigidity,
fluidity and impulsiveness, to investigate intra-personal synchroni-
sation for full body movement classification. More recently, several
motion features for social dance (Forro) have been proposed, taking
the music component into account [dos Santos et al. 2017]. These
proposed features are computed with the user’s motion data on
one hand and the music data (mainly the beat per minutes or BPM)
on the other hand. First the "Rhythm BPM: We calculate the average
beats per minute.", then the "Rhythm consistency: we calculate the
coefficient of variation of the student’s BPM across the full dancing
exercise". This study brings interesting insights on characterising
social dancing but the weakness is the accuracy due to the sensor
(a simplified IMU for the full body, representing a single point in
space).

In comparison to the previous mentioned approaches, our work
takes two persons dancing together and defines this as the input
entity for analysis, indexing and classification. The work is further
set in the context of Salsa social dance. Prior to establishing the in-
put entity, we first reflected upon the most relevant motion features
extraction method from literature (BPM rhythm and consistency
from [dos Santos et al. 2017]) and reviewed and discussed these
through interviews and focus groups of experts in dance (teachers
and choreographers). As for the acquisition of the data, a motion
capture high precision system was utilised to ensure a maximum
accuracy on the movements. Finally we propose a music-related
motion feature from the processing of motion and audio file to
classify salsa dance.

3 METHODOLOGY
3.1 Field study on criteria improvement
A field study has been conducted in order to improve the motion
features from the literature. This study was conducted in Geneva, a
dynamic city for social dancing with an official number of 15 active
Latin dance schools and hosting international dance congresses;
making it a very important central dance area in Switzerland and
also in Europe. Experts in social dances are personswith a high-level
of expertise and skills, with a subsequent level of reputation, and/or
recognised by pairs to be expert as there is no official diploma or
formation for social dances (albeit some private schools, and in
some countries they do provide a diploma). We therefore define
a person as ‘an expert’ in social dance if it belongs to one of the



Motion analysis and classification of salsa dance using music-related motion features MIG ’18, November 8–10, 2018, Limassol, Cyprus

Table 1: Retained criteria definitions and relative impor-
tance

Proposed
criteria

Definition Relative
importance
(1 to 10)

Dancing on
the rhythm

Being synchronised with the
music’s tempo.

10

Lead and
Follow (Drive)

Being able to guide / follow
his / her partner.

7

Fluidity Being able to move smoothly
on the music.

6

Style and
Variation

Adding your own variation to
the basic movement.

5

Intention and
Sharing

Being able to share the
moment and enjoy the dance.

7

Musicality Using your own dance
movement with the music’s
variation.

3

following definitions: Jury of international competition, Champion of
International championships, Invited dancer in international congress,
Director of major dance schools or Professor of dance.

Several professors and directors of the Latin dance schools in
Geneva have been contacted and invited for an interview. They
have been asked about what would be the criteria to teach or eval-
uate a dance student and indicate per criteria its importance. In
addition, a questionnaire was filled out, with additional annotations
on which questions were not clear and/or required further explana-
tions. Initially, the questionnaire contained only the motion feature
extracted from the literature and was updated with the feedback of
the first expert (extending and improving upon further features),
then suggested to the next expert and so on. This led to a final
list of six features, listed in table 1, ranked by overall importance.
Strong importance means that the criteria is essential for dancing,
whereas little importance means to be less important (especially at
beginner level).

3.2 Motion features algorithm
Three of the six criteria (Rhythm, Driving and Style) from table 1 are
analysed along three axis: (1) the motion data itself (3D points), (2)
the relation between motion data and (3) music data, and finally the
relation between the two dancers. For each component, different
parameters have been extracted and tested.

3.2.1 Rhythm. In order to identify the means of how to measure
a dancer’s rhythm, a good understanding and description of the
dance movement itself is required. In salsa, the first fundamental
move to learn is the mambo step. Mastering this step is essential
in learning the dance as it allows both partners to move in syn-
chronisation with each other and the music. It corresponds to a
very basic displacement of the feet in a forward-backward motion
with an important weight shift from one leg to the other. It must

adhere to the eight regular beats from the salsa music. This step is
represented visually in figure 1. The depiction of the mambo step is
from the perspective of the lead dancer, commonly a man, whereas
the follower, commonly a woman, acts in the opposite way (thus
mirrored).

 

Beat 

Pause 

1 2 3 4 5 6 8 

Figure 1: Lead dancer’s basic salsa step (Mambo). The red
arrow as velocity and the green coloured step for the body-
weight. For the follower dancer, the step is mirrored.

The feet should be moved during a specific beat of the music
as highlighted in green and annotated with an red arrow in figure
1. This characteristic is very useful as we can use it to measure
the rhythm of a dancer. In an almost mechanical manner the left
foot will move to the front and stop on beat one. Then, the same
left foot will return to its initial position and stop on beat three.
There is a mirrored behaviour for the right foot on the beat five
and seven. Thus, the dancer ‘marks’ the beat with alternating feet,
while moving in synchronisation with the music. The observation
of velocity peaking in relation to the beat is similar for most of
the steps in Salsa dance and other social dances. Based on this,
we theorise a certain velocity profile that can be expected for the
defined basic step and is shown in figure 2.

Figure 2: Expected velocity norm over time of the left foot
for the basic step. The velocity increases when moving the
foot forward and stops on the beat and similar to bring the
foot back.

When combining the left and right feet, the theoretical veloc-
ity would produce a periodic signal for the full eight beat rythm,
illustrated in figure 3.
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Figure 3: Expected velocity norm over time of both feet
when dancing the basic step "mambo". The timewindow cor-
responds to 8 beats and will be repeated through the music.

Temporal offset - Rhythm delay. Given the temporal location of
the music’s beat and the dancer’s beatmarking, we can compute the
mean delay of a person by subtracting the temporal location of the
detected beat to the nearest theoretical beat location, exemplified
in figure 4 as a close-up from figure 3. A perfect dancer would mark
the beat exactly on the temporal beat location.

Figure 4: Example for imperfect velocity normminimumfor
beat one. The difference between the temporal beat location
and the minimum of the velocity norm is the rhythm delay
or the temporal offset (Trb to Tdb).

The expected velocity of the left foot, figure 4, is set at the mini-
mumwhen stopping on the beat and increases as the dancer goes to
the next one. It is then possible to express a Temporal offset (To) of
a dancer as the temporal difference between the moment the dancer
is marking the beat (beat number one and three for the left leg)
and the actual musical beat. If Tdb is the temporal location of the
dancer’s beat and Trb the temporal location of the true musical
beat, thus the To, temporal offset for one beat is proposed as:

To(t1) = abs(Tdb −Trb) (1)

Note that in the context of couple dance, the beat number one
is marked by the lead dancer with the left leg and by the follow
dancer with the right leg. It is then possible to apply our proposed
algorithm to the follow dancer as well, taking the right leg for
the Ec computation on the beat one and three. Once the temporal
offset is computed for each beat, we can take the average value and

standard deviation as a valuable information corresponding to one
song and one couple. The most advanced dancers are expected to
have a smaller temporal offset as they are suppose to dance more
accurately on the rhythm.

Frequency power spectrum - Rhythm spectrum. Using Fourier
transform, on the merged data of both right and left feet, allows us
to visualise the main peak of frequencies and resonance frequencies.
The main frequencies can be identified as the average tempo to
which the dancer is dancing, as shown in figure 5.

Figure 5: Expected frequency spectrumof feetmovement on
a specific tempo.

We extract the different spectral location of the main peaks and
compare it to the theoretical beat. If Fdb is the temporal location of
the dancer’s beat and Frb the temporal location of the true musical
beat, thus the Fe , Frequency error for one beat is proposed as:

Fe(Hz) = abs(Fdb − Frb) (2)

It is important to note here that the main frequency at which
the people move their feet can be interpreted as the tempo they
are dancing on. For our study a conversion from tempo (Beat per
Minutes) to frequency (Hz) has been made when using the Fourier
transform to the data. It is expected from the most advanced dancer
to be precisely on the same main frequency as the theoretical tempo.

3.2.2 Drive - Lead/Follow interaction. In this section, the rela-
tionship between the two partners of the dancing couple, the lead
and follower, is investigated. Three parameters are proposed: the
linear correlation of legs motion, the temporal difference for both
dancers when marking the time and the spectral profile correlation.

Linear correlation of legs motion. This parameter corresponds to
the correlation between the velocity profile of the follower and the
leader during a dance. If Data_Man is the legs velocity profile of
men and Data_Woman the legs velocity profile of women, then the
linear correlation Lc is proposed as the 2d correlation coefficient
between these profiles. The linear correlation between the legs
motions are expected to be higher for the most advanced dancer as
they are suppose to be more synchronised.

Temporal difference man and woman. The beat marking from the
follower and leader are not expected to be at the same temporal
location, but rather to be around the music’s beat (due to natural
imprecision and interactive relationship). If Tm is the temporal
location of the man’s beat and Tw the temporal location of the
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woman’s beat, then the temporal difference Td for one beat is
proposed as:

Td(t1) = abs(Tm −Tw) (3)

The figure 6 shows a representation of the expected velocity
for both feet of both dancers. The two curves are slightly shifted
temporally and thus marking the beat differently.

Figure 6: Expected frequency profile of feet movement.

As the man is leading the lady to step on the beat, it is expected
to see a smaller time offset between the woman and man for each
beat. Even smaller for advanced dancer.

Spectral difference between man and woman. The frequency spec-
trum from both dancers are expected to be more correlated for
advanced dancer. If Fm is the frequential location of the man’s
main tempo and Fw the frequential location of the woman’s tempo,
then the Fd , frequential difference is proposed as:

Fd(t = beat(1)) = Fm − Fw (4)

3.2.3 Style - Variation. Beyond the pure rhythmic features, an
important point is the style and variation expressed by the dancers
within their dance. Two parameters have been proposed for investi-
gation; The area covered and the quantity of hand movement using
the hand to hips distance. These parameters are inspired by the
LMA model.

Area covered. To compute the area covered, the integration of
both legs velocity profiles is proposed. As V(t) is the velocity norm
and T the total time:

Area =

∫ T

0
abs(V (t))dt (5)

To ensure data consistency, the same time window should be used
for all computations, or the accumulated number divided by the
time duration. The more advanced dancers are expected to move
more among all tempo variations.

Mean movement quantity hand to hips. This parameter corre-
sponds to the quantity of hand movement, that is considered as
a style element in salsa, besides of the leading action of the hand
movement. For this point the distance between hand and hips is
first computed, then the integral of the derivative (velocity) is taken.

4 EXPERIMENT
Our objective is to measure and validate the proposed music-related
motion features as relevant parameter for the classification in the
context of couple dance.

4.1 Motion capture data
In order to understand the dancer’s motions, we have established a
database of motion captures (position and rotation of the body’s
joints in 3D) of couples dancing the basic salsa moves (SALSA data-
base). A total of twenty six different dancer couples were recorded,
of different skill levels (beginner, intermediate and expert), using a
set of computer generated music with different beats per minutes
(from 100 BPM to 280 BPM, with increments of 20 BPM). The level
of dancers have been determined according to their experience: the
experts are dance school directors and teachers (Figure 7 shows a
couple of experts performing), the beginners started to dance less
than six month ago and the intermediate have more than one year
and a half of dancing experience (Figure 8 illustrate the recording
session with different couples).

The variable tempo was determined by performing a BPM study
based on commercial salsa songs and music commonly used for
teaching in dance schools. The used tempos cover different BPMs
from the selection of music which are perceived as the most com-
fortable to dance to (refined by expert feedback).We ask each couple
to perform three basic steps, the Mambo step, the Rumba step and
the Guapea step, prior to an improvisation part. A Vicon motion cap-
ture system with eight cameras was used for recording (at 120fps),
figure 7. The standard template from Vicon for the placement of the
markers in each articulation of the body for a total of 52 markers
per person was used. For each couple, we asked them to perform
a sequence of multiple mambo steps, followed by a sequence of
improvisation. Is it important to mention that the numerous occlu-
sion occurring during certain dance moves made the capture (and
especially the labelling process) very difficult.

In order to ensure the exact and systematic synchronisation of
the music and the captured performance, the music was started
simultaneously with the capture through the Vicon software inter-
face.

The result from the capture sessions is a database of 52 people as
26 couples (figure 8), dancing averagely two minutes, representing
nearly 26 couples x 10 sonдs x 120 sec x 120Hz = 3, 700, 000 time
frames of 104 points. The results have been exported as two fully
labelled skeletal entities in C3D formatted files. Each file was seg-
mented for further processing in Matlab into four parts, namely the
three main basic step sequences and the improvisation sequence.

4.2 Audio processing
In parallel to the motion capture, it is needed to identify clearly the
beat temporal location on the music. Audacity was used to extract
the beat temporal location from the audio files in the form of a dual
column array containing textual annotations with time-stamps,
describing the number of each beat (one to eight) and is shown
in figure 9. Thereafter, all the regular beats are marked from the
music with the related labels along the duration of the song. Due
to the synchronisation, we can directly compare point to point any
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Figure 7: couple performing salsa steps

Figure 8: Different couples dancing salsa basic steps

temporal location of a musical event given by the music analysis
with the motion data.

Figure 9: Audio signal (purple) and detected beat (red)

As the audio structure is quite complex, due to the percussive
music with a lots of different instruments, we use the fact that the
instrument marking the first beat, the "clave", is also the loudest
in terms of waveform. Through the use of the clipping detection
function it is possible to identify roughly the beat location and then

tuned it by hand manually. We improved this step by using a high
pass filter in order to get rid of noise artefacts. The hand tuning
may result in a loss of accuracy, however the measurement of MMF
will be relative and therefore it will suffice for our experiment. The
resulting output from this approach is an array containing the time-
stamps for each beat that is detected. This array is then imported
into Matlab for further processing together with the previously
mentioned captured data.

4.3 Results
In this section we present the results from the analysis of the two se-
quences: (1)the basic steps and (2) the improvisation sequence. The
motion features parameters have been computed for each tempo
and each couple. Then the median was taken for each group (clas-
sified by level of expertise). The median gives an indication of the
relative distance among each group, which is even more relevant
with higher distances between each group. We also computed the
standard deviation of the parameter along each song and also the
standard deviation within the groups. Note that the ability to sepa-
rate dancers into learning level is the objective here, whether if it
follows the expectations or not.

4.3.1 Rhythm.

Temporal offset - Rhythm delay. Although the sequence of tempo-
ral data for one couple represent the repetition of basic movement
(1), an overlay has been made on the first mambo step for visuali-
sation, and comparison with our basic steps model from figure 4.
Figure 10 represents the feet of both partners during one mambo
step. It is clear that the two curves are indeed placed right before
the detected beat and therefore agrees with the theoretical model
described in section 3.2. It seems that the follower step is a little
delayed as shown in the close up in figure 11, which is explained
by the driving parameter (lead and follow action during dance)
highlighted by the experts during the survey.

Figure 10: Left foot velocity for the man (Leader - dark red)
and right foot velocity for a woman (Follower - light yellow)
of a couples during the basic step "Mambo". The blue vertical
lines correspond to the detected beat from the audio file.

We then compute the temporal location of minimum velocity (as
the dancer marked beat Tdb) and subtract that from the temporal
musical beat, Trb to acquire the rhythmic error To of each partner.
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Figure 11: Zoom of the velocities during the basic step
"Mambo". The velocity reaches its minimumwith a delay re-
garding the musical beat in blue, and is different for both
partners.

Figure 12 shows an overlay of foot velocity from three couples
(one from each category expert, intermediate and beginner). Show-
ing a high similarity and thus dancing on the beat. However, their
amplitude of movement are not the same. It also shows that the ex-
pert couple has a wider velocity span, hence wider movements. The
similarity between each velocity of each couple’s partner reflects
also the presence of this leading / following component during the
dance. The beginner couple seems to have huge difficulty to keep
up the regularity required by the step. However their movement
span is similar to the intermediate couple.

Table 2: Comparison of the median value for each level
group of the averaged temporal offset and relative differ-
ence between expert and beginner groups

Dance
sequence

Lead dancer Follow dancer Both dancers

Improvi-
sation

beg > exp > int
; 0.7 %

exp > int > beg
; 0.9 %

exp > beg > int
; 0.2 %

Basic
Steps

exp > int > beg
; 1.1 %

exp > int > beg
; 1.7 %

exp > int > exp
; 0.6 %

Table 2 shows the model results with the computation of the
mean value for each person, before taking themedian among people
for each level. The computation has been done with the mean
between Lead and follow dancer as well, since a dance style for these
dancer could be that the Lead would be in advance and the Follow
delayed. The table 2 shows that the mean of the delay parameter
does not behave as expected and the small value of the relative
difference of the median value indicate that it is not sufficient to
distinguish between levels.

In a second time, the standard deviation of the offset along each
song for each couple has been computed, and the median has been
taken for each level group.

In table 3, a greater difference is shown between expert and
beginner, with a median difference around 40% for the basic steps

Table 3: Comparison of the median value for each level
group of the standard deviation of the temporal offset and
relative difference between expert and beginner groups

Dance
sequence

Lead dancer Follow dancer Both dancers

Improvi-
sation

beg > exp > int
; 9 %

beg > exp > int
; 6 %

beg > exp > int
; 8 %

Basic
Steps

exp > int > beg
; 38 %

exp > int > beg
; 41 %

exp > int > exp
; 38 %

and 8% for the improvisation part. This can be explained by the
rhythmic variation introduced by the expert even during the basic
steps, as the beginner will be more focused on keeping the rhythm
without introducing variations.

Frequency power spectrum - Rhythm spectrum. The observation
from the database analysis with spectrum visualisation shows that
mostly all dancers present a main frequency peak with some other
resonance peaks around, that have frequencies which are a multiple
of the main frequency (example of one song for both dancers in
figure 13). Taking these resonance frequencies is important as they
reflect the use of slower or faster movement in accordance with
the rhythm. Within this experiment, the three highest peaks have
been considered and compared to the nearest of the song BPM’s
peaks and its resonance frequencies.

Table 4 shows a substantial difference between expert and begin-
ner, with a median difference around 17% for the male performing
the basic steps and 34% for the improvisation part. This can be
explained by the rhythmic variation introduce by the expert even
during the basic steps, as the beginner will more focused on keeping
the rhythm without dancing around.

Table 4: Comparison of the median value for each level
group of the standard deviation of the frequency spectrum
and relative difference between expert and beginner groups

Dance sequence Lead dancer Follow dancer

Improvisation exp > int > beg ; 34% int > beg > exp ; 20%
Basic Steps beg > int > exp ; 17% int > exp > beg ; 1%

4.3.2 Drive - Lead/Follow interaction.

Linear correlation of legs motion. The figure 14 is an example
of feet motion from the Follower and the Leader during a song.
A slight delay is clearly visible, that is then computed across our
database.

The parameter is computed for each BPM and visualised in the
figure 15 and summarised in table 5. It is showing that the linear cor-
relation among partner is highest during the improvisation part for
the expert and smallest during the basic steps part. It is explainable
by the highest diversity of advanced dancer movements.
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Figure 12: Left foot velocity for the men (Lead - red, green and cyan) and right foot velocity for a women (Follow - yellow,
purple and pink) of three couples during the basic step "Mambo". The blue vertical lines corresponds to the detected beat from
the audio file.

Figure 13: Example of a frequency spectrum from both feet
of the Follower and Leader during one dance. A main peak
can observed, as well as other peaks that are multiple of the
main one. The frequency on the X axis corresponds to dif-
ferent tempos

Table 5: Comparison of the median value for each level
group of the linear correlation coefficient and relative dif-
ference between expert and beginner groups

Dance sequence Median values

Improvisation exp > int > beg ; 28%
Basic Steps beg > int > exp ; 4%

Temporal difference man and woman. The average temporal dif-
ference within a couple is shown the table 6.

Figure 14: Merged motion of both feet from Follower and
Leader during four beats within a song

Figure 15: Median value of the linear correlation between
the feet motion of the follower and leader across level
groups for each song of the Basic sequence

Themean value of this temporal difference is not relevant enough
to distinguish between levels of expertise. However the standard
deviation shows a significant difference in the improvisation part.
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Table 6: Average value of the temporal difference within a
dance couple and standard deviation accross all tempos

Dance sequence Median values Standard deviation

Improvisation exp > int > beg ; 12% beg > exp > int ; 1%
Basic Steps exp > beg > int ; 1% beg > exp > int ; 6%

Spectral difference between man and woman. The correlation
between the frequency spectral profile is computed within a couple
for each song. A result is visualised in table 7. The relative difference
doesn’t show a significant difference.

Table 7: Comparison of the correlation of the spectral profile
within a couple for each song

Dance sequence Median values

Improvisation exp > int > beg ; 1%
Basic Steps beg > int > exp ; 7%

4.3.3 Style - Variation.

Area covered. We compute the integral of the velocity vector of
both legs for man and woman separately, with the basic steps se-
quence and the improvisation sequence. The parameter is computed
first for the man during the improvisation sequence and visualised
in the figure 16. All results are summarised in the table 8.

Figure 16: Covered area by both feet for the man during im-
provisation sequence

Table 8: Comparison of the area covered across each song by
group level

Couples Man_Median Woman_Median

Improvisation exp > beg > int ; 90% exp > int > beg ; 88%
Basic Steps exp > int > beg ; 16% exp > int > beg ; 15%

The area covered shows that the expected order is validated for
both man and woman.

Mean distance hand to hips. The computation of the quantity of
movement between hand and hips has been computed for the basic
steps and summarised in the table 9.

Table 9: Comparison of the mean quantity of movements
between hands and hips per level

Couples Man Woman

Basic Steps beg > exp > int ; 2% exp > beg > int ; 1%

The results shows no obvious difference between level. A further
investigation is needed.

4.3.4 Summary. Table 10 provides a summary of the collected
results. Six out of eight parameters have been validated as relevant
clues for level classifications during the improvisation part. Note
that for some dances, especially those at the slowest tempo (BPM =
100), may show marginal results, due to its extreme characteristic
(Salsa dance is therefore not as appropriate and professional dancer
would adapt their dance to Cha-cha-cha for example).

Table 10: Summary of the results and validation

Parameter tested Motion feature
relation

Validation

Temporal offset
mean

Rhythm Not Validated

Temporal offset std Rhythm Validated
Main frequency
error

Rhythm Not validated

Correlation
spectrum

Drive Not validated

Correlation legs
motion

Drive Validated for
improvisation

Couple delay Drive Validated for
improvisation

Area covered Style Validated
Hips Hand motion Style Not validated

5 CONCLUSIONS AND FUTUREWORK
From literature and interviews with professionals, a set of six main
salsa MMF candidates were identified. Among them, three were
modelled and expressed as eight musical-related motion parameters.
The basic movement of salsa steps was decomposed theoretically
and validated by observation. A database of salsa dance in syn-
chronisation with music was explained and realised. The proposed
parameters were computed for each couple on each song, and statis-
tically analysed. The results show that six among eight parameters
validates the clustering of space and allows classification, mostly
for the improvisation sequence. This is understandable by the fact
that improvisation is a more complicated exercises than doing the
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basic steps. Further investigation will be needed to test the other
remaining motion features, as well as a combination of some of
themwith a coefficient related to their respective importance. Other
couple dances can be tested as well.

This study is a first step toward an artificial intelligence based
virtual coach that use automatic analysis of learning states for
Salsa to improve the dancer’s skills. Our proposed music related
motion features shows some insight and directions on the aim to de-
scribe, analyse and classify social couple dance. This first approach
defines a building block for a framework that could be utilised
within the other couple dances and the different domains, such
as in bio-mechanic studies, human robot interaction or emotional
recognition, but also in the domain of virtual reality, avatar systems
and generally serious game topics can be of interest and lastly to
further our general understanding of motion analysis. The SALSA
database and the extracted motion feature can also serve as base
for other studies and cultural heritage conservation example.

Future work includes to apply our feature for an automatic recog-
nition algorithm for learning level, but also type of salsa sequence
(basic steps or improvisation). Expanding the data set with a cat-
egorised set of (Salsa) dance moves. The inclusion of the three
remaining music related motion features and tested over the pre-
viously mentioned larger accumulated data set. The possibility to
include some form of EEG or facial detection study while dancing
as to try detect the gaze and feeling of both participant.
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